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Abstract—This paper is aimed at designing a congestion explanations of thelynamicsof TCP/AQM have only recently
control system that scales gracefully with network capacity, pro- peen pursued (e.g., [10], [9], [26], [15]), and they typically
viding high utilization, low queueing delay, dynamic stability, and only have predictive value in very simple scenarios such

fairness among users. The focus is on developing decentralized inale bottl K ith h del Indeed. th
control laws at end-systems and routers at the level of fluid-flow as single boltienecks wi omogeneous delays. Indeed, e

models, that can provably satisfy such properties in arbitrary complexity of the nonlinear delay-differential equations that

networks, and subsequently approximate these features through arise should quickly convince anyone of the intractability of

practical packet-level implementations. _ making predictions at the global scale. Superficially, this seems
Two families of control laws are developed. The first “dual” 1 confirm that mathematical models have limited value so the

control law is able to achieve the first three objectives for empirical route the onlv alternative. However. to some
arbitrary networks and delays, but is forced to constrain the pirical route was y alternative. WEVET, S

resource allocation policy. We subsequently develop a “primal- degree this is a Self-fulfilling. prophe_(?y: as in othgr_complex
dual” law that overcomes this limitation and allows sources systems, seeking mathematical verificat@mrposteriorito a

to match their steady-state preferences at a slower time-scale, heuristic design is rarely tractable; but sometimes a rigorous
provided a bound on round-trip-times is known. foundation can be attained if one “designs for provability”.

We develop two packet-level implementations of this protocol, o . .
using (i) ECN marking, and (ii) queueing delay, as means of Strikingly, it has recently become clear that such foundation

communicating the congestion measure from links to sources. We IS available for the congestion control problem, within the
demonstrate using ns-2 simulations the stability of the protocol samedesign principles that have guided the Internet (end-

an_d its equilibrium features in te(ms of utilization, queueing and  tg-end control, no per-flow state in the network, see [5]),
faimess, under a variety of scaling parameters. and only requiring minor modifications to the details of the
algorithms. This formulation originates in the work of [20],
I. INTRODUCTION [13], _[21], gnd is based on fluid-flow models and the explicit
. . , consideration of acongestion measuréed back to sources
The congestion control mechanisms in the Internet con m congested links. Interpreting such signalspases has

of thz congestion Véme\.N algorithms of TCP [16], runninl%llowed for economic interpretations that make explicit the
at end-systems, and active queue management (AQM) a %’uilibrium resource allocation policy specified by the control

rithms (e.g. [11]) at routers, seeking to obtain high networ orithms, in terms of a suitable optimization problem [20],

utiIiz_ation, small amounts of queL_Jeing delay, gnd some degrgﬁ%g. In terms of dynamics, these models also reveal a special
of fairness among Users. Thes_e |mpleme_ntat|ons are the "®3H{icture that can be exploited for control design, as pursued
of an evolutionary cycle involving heuristics, small-scale S'”}_'ecently in [18], [28], [29], [32], [22]. The present paper gives

ulation and experimentation, and deployment; given that ti‘é\scomprehensive treatment of one such approach; preliminary

Process occurreq at the time of an explosive growth of t%rsions of this work are reported in the conference papers
network, the achieved performance of these systems must ?g] [30]

considered a resounding success. However, there are rea O} pose the objective of finding a protocol that can be

to wonder whether this evolutionary path may be reaching, ;o nented in a decentralized way by sources and routers,

its limits: deficiencies of the current loss-based protocol ignd controls the system to a stable equilibrium point which

wireless environments; difficulties in providing quality of S€lsatisfies some basic requirements: high utilization of network

viqe guarantees (delay, resource allocation); aqq thg oW surces, small gueues, and a degree of control over resource
evidence (see e.g. [26], [12], [19]) that the additive-increasgn, ation. Al of these are required to Isealable i.e. hold

multiplicative- fjecrease_(AIMD) structure in TCP does ngb, an arbitrary network, with possibly high capacity and
SC_Ia_Iﬁ weIII to ?'gh Cr? pacrc_y rlletwoczkls. in this desi delay. This fact, and the decentralized information structure,
h s role odma.t emrz]mca rr]no els in t ('js eIS|gnfproce§ nificantly narrow down the search for a control law. In
as eﬁn hmq est. per aps t € moslt ‘?'te f(?gry relerenc& dtion 111 we present a first candidate solution that is able
[_17]’ va |ch.gr|]\{es. da ql_uasd|—stat|c_ anafyillsMCE) ?\;Irniss prpp?t'ii achieve the first two equilibrium objectives, and stability,
ties of a highly idealized version o - Mathematical, completely scalable way, but constrains the resource
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times is assumed to be known. Using time-scale separatioraimd sources are assumed to have access tagtmegateprice
these problems was originally considered in [22], and furthef all links in their route,
r;t:trgffgfé?e[ﬁgg our results are in a sense dual to those in the Git) = Z Rupi(t — ). @

In the final sections of the paper we describe how to go :
beyond fluid-flow models and pursue a packet-level protoddere again we allow for backward delayg in the feedback
with these features, within the constraints of mechanisgth from links to sources. As discussed in [25], [27], this
currently available in the Internet. Two strategies are pursudgedback model includes, to a good approximation, the mech-
one, described in Section V, is based on the Explicit Conge¥2ism present in existing protocols, with a different interpre-
tion Notification (ECN) bit available in the packet header téation for price in different protocols (e.g. loss probability in
code the congestion information between links and sourcd$;P Reno, queueing delay in TCP Vegas). The vectors,
this version has the advantage of allowing operation with ¢ collect the above quantities across sources and links.
essentially zero delay, at the cost of some added complexityThe total RTT for the source thus satisfies
in network routers. We present some ns-2 simulation tests to o= 4t A3)

. . . ? 1z lz

demonstrate the performance, in highly stressed congestion
scenarios and high capacity links. The second implementatié®f, every link in the source’s path. These delays contain a
described in Section VI, is based on queueing delay asfi$ed component of propagation and packet processing, but
congestion measure, similar to what is done in TCP Veg&8uld also includequeueing delayswhich vary dynamically
[3]. This allows some degradation of performance in terms 8f time. When necessary, we will denote dythe fixed portion
queueing delay and fairness, but has the advantage of requi@hghe round-trip-time.

no explicit participation from routers. In this framework, a congestion control system is specified
Conclusions are given in Section VII, and some proofs aRy choosing (i) how the links fix their prices based on link
given in the Appendix. utilization; (ii) how the sources fix their rates based on their

aggregate price. These operations will determine both the

[l. PRELIMINARIES equilibrium and dynamic characteristics of the overall system.

A. Fluid-flow models for congestion control

We are concerned with a system of communication Iink?,‘ Equilibrium objectives and utility-based interpretation
indexed by!, shared by a set of source-destination pairs, We first specify the design objectives for the equilibrium
indexed byi. The routing matrixR is defined by point to be achieved by our system:

1) Network utilization. Link equilibrium rategy,; should
of course not exceed the capacity but also should
attempt to track it.
and assumed fixed. The theory will be based on a quid—rowz) Equilibrium queues should be empty (or small) to avoid
abstraction of the TCP/AQM congestion control problem. Each queueing delays.

sourcei has an associated transmission ragg); the set of  3) Resource allocation. We will assume sources have a

R 1 if sourcei uses linki
%700 otherwise ’

transmission rates determines the aggregate §idw at each demand curve
link, by the equation z0i = fi(qoi) (4)

wilt) =Y Ruzi(t — 7)), 1) that specifies their desired equilibrium rate as a decreas-

i ing function of price. This is equivalent to assigning
in which the forward delays;, between sources and links ~ them a concavetility function Us(z;), in the language
are accounted for. Each link has a capacityn packets per of [20], and postulating that sources choose their equi-
second. librium rate from their local maximization of “profit”,
In practice, routing varies as sources arrive or leave the

" - max|U;(zo;) — qoi%oil-
network, or based on routing changes, but we assume this nax{Us(@0i) = qoicor]

happens at a slower time-scale than our analysis. We remark This gives the relationship (4) wittf; = (U/)~!. We

that we are modeling only persistent sources which can be  would like the control system to reach an equilibrium
controlled. From the point of view of these “elephants”, what  that accommodates these demands. The choice of utility
matters is settling on a set of rates which fully utilizes the function provides a “soft” way of imposing fairness
network bandwidth and distributes it appropriately among (Weaker than, e_g_“max-min" fairness [2]), or alterna-
them. The network is also shared by short “mice”, which tively service differentiation; this market-based approach
don't last long enough to be controlled, but are affected by s consistent with the end-to-end philosophy [21].

the elgphant dynqmlcs, mainly through t'h'e queuing delay they,adthou(v;;h the control design will be described in detail in the
experience. We will not model them explicitly here (they coulgh|o\ing sections, it is useful to introduce right away the type

be treated as noise in link rates), but will bear their objectives algorithm to be used at the links. Consider the mechanism
in mind for design.

The feedback mechanism is modeled as follows [20], [25]: b= {%(yz —cor), if pr>00ry > cos; ®)
each link has an associated congestion measupeia p; (), 0 otherwise,



to set prices at each link. Herg; is a target capacity, angg the maximum speed of response compatible with a predictable
a positive constant to be chosen. steady state operation.
Clearly, at any equilibrium point we will havey, < cq, In this paper we will only pursudocal stability results,
and the price will be nonzero only at bottleneck links whereased on small perturbations= xg + 6z, y = yo + dy, p =
Yoo = coi- If we choosecy; = ¢, the capacity would be py + dp, ¢ = go + d¢ around equilibrium, and studied via
matched at certain bottlenecks, and every source would $i@earization. We assume that links are running the control
a bottleneck (assuming its demand function is able to fill itfaw (5), and for most of the theory we will assumg < ¢;.
So the above algorithm, if it reaches equilibrium, would satisfyhis has the following implications:
our utilization objective. « Around equilibrium, there is no queueing delay. This
This kind of link algorithm was studied in [25] and related means the deiayslfl’TibI oniy have their fixed Compo_
to the Opt|m|zat|0n of total Ut|l|ty SubjeCt to network Capacity nent, therefore (1) lyand,/(Z) are |inear time invariant reia_
constraints: tionships, amenable to study via the Laplace transform.
max S Ui(z;), subjectto Rz < c. ) « No I_inks are “'Fruly” satu'rated. This means an increase
220 £ dx; in a certain source’s rate will be seen byl the
bottlenecks in its path.
« Non-bottleneck links have zero price, a fact not affected
by a small perturbation. Thugp; will only be nonzero
for bottlenecks, and we can reduce the analysis to such
links.

IWith these considerations, we can linearize (1-2) and ex-

An equilibrium point of (5) together with a source algorithm
that satisfies (4) is a solution to the above convex program; fur-
thermore, the equilibrium prices are the Lagrange multipliers
for the corresponding dual.

The main drawback of choosing; = ¢; is that it leads to
nonzero equilibrium queues. Indeed, a simple fluid-flow mode

for a backlog or queud, at a link is the equation press the result in the Laplace domain, as follows:
i) i —a, if bl >0 or Yy > 7 52-7(8) = Rf(S)(SLE(S), (8)
7o otherwise. () 5q(s) = Ry(s)Top(s). 9)

Namely, the queue or backloly in packets integrates theHere we use the notatiodp,dy to indicate the reduced
excess rate over capacity, and is always non-nedatem- yectors obtained by eliminating non-bottleneck links. Also, the
paring to (5), we see that prices would be proportional {atricesR;(s) and R,(s) are obtained by eliminating non-
queues and thus bottleneck links would have a backlog. Thisttleneck rows fromR, and also replacing the “1” elements
leaves two options: one can either work with other deSigr'éspectively by the delay terms‘Tif,ls, e~ 15 The superscript
parameters to make sure this backlog is small, or instead, makgenotes transpose.

cor @ “virtual” capacity slightly below; (an idea from [14]).  \we will assume that the matrisR — R;(0) = Ry(0)

In this way equilibrium queues can be empty with bottlenegk of fy|l row rank. This means that there are no algebraic
links at essentially full utilizatioh constraints between bottleneck link flows, ruling out, for

instance, the situation where all flows through one link also
C. Dynamic objectives and a linearized model go through another. Typically, however, in that situation only
Qe of the links would be a bottleneck; so our assumption is

Equilibrium considerations are meaningful if the system can . .
Wite generic.

operate at or near this point; for this reason we pose adl
basic requirement the stability of the equilibrium point. Ideally,

we would seek global stability from any initial condition, SOURCE ox | = oy
but at the very least we should require local stability fronfPONTROL] Ry (s)
a neighborhood.

This objective is sometimes debated, since instability in the
form of oscillations could perhaps be tolerated in the network
context, and might be a small price to pay for an aggressive .
control. We emphasize, however, that going beyond the limit| 0
of stability one sacrifices any predictability of system behavior,
and any evidence that oscillations are benign would inevitably ! oq | _ T op LINK
be anecdotal. Examples where they are quite severe can be CONTROL
found in [9], [26]. Instead, making a system stable but close
to the stability boundary, as will be pursued below, provides

L . . Fig. 1. General congestion control structure.
10other models [20], inspired in steady-state stochastic queueing theory, tregt 9

queues as static functions of the rate which grow as it approaches capacity.
The above integrator model seems more appropriate for dynamic studies wheWith these conventions, we can represent the linearized

queues spend a significant proportion of time in the non-empty state. feedback system in the block diagram of Fig. 1. Here, the
2Another approach used in [1] is to add another “integrator” to the price

ion i (B B (T
dynamics; this, however, poses limitations on scalable stability so it will n&etlwork portion is repre§ented by the matncEgs(;), Ry(s)",
be pursued here. which encode the routing and delay information. These are



given and fixed, but not known to the sources and links. The negative feedback sign has been pulled out of (11) as is
Moreover, the latter operate in a decentralized manner baske standard convention; the external input is not relevant to the
only on local information, as represented in the figure by trstability analysis, but it could represent here noise traffic from
block-diagonal structure. These tight information constraintsicontrolled sources added at the links. The design question
make this a challenging control design problem. is how to choose the gaing andx; so that the feedback loop
Following [20], it has become customary to denote bgemains stable for arbitrary network topologies, parameters,
“primal” those control laws that contain dynamics at sourceand delays.
but static functions at links, and “dual” those laws where the To guide our search, focus first on a single link and source.
opposite holds. In this vein, we will name “primal-dual” theHere the feedback loop is scalar, with loop transfer function
case where both control laws are dynamic.

—TS

L(s) = /vye

S
and the stability of the closed loop can be studied with methods
We first describe a control strategy that is based on (5) @it classical control (e.g., [24]), to determine whether the
the links, plus estatic control law equationl + L(s) = 0 has roots inRe(s) > 0, which indicates
o = i) (10) instability. Among the various methods, thi/quist criterion
o states that our system will be stable as long as the clifye)
at the sources; this means the source follows instantaneouysiglled the Nyquist plot) does not go through, or encircle, the
its demand function (4). As such, this is a dual control lawoint —1. The key advantage of this method is that allows
of the type studied in [25]. Our aim here is to find a contrabne to infer right half-plane information by only looking at
that would scale itself to achieve local stability for arbitrarghe imaginary axis = jw; this is particularly useful for the
networks and arbitrary values of the RTT. This requires @se of time-delay systems that include complex exponentials.
careful choice of the parameter in (5), and of the function It is not difficult to see that this loop would be unstable for
fi, as is now described. large 7, unless the gainy compensates for it. Fortunately,
sources can measure their RTT so we cankset <, which
gives a loop transfer function

Il. A“D UAL” CONTROL WITH SCALABLE STABILITY

A. Linearized design and stability theorem

Consider the linearization of (10) around a certain equilib- L(s) = ave .
rium point, TS
We call the above transfer function, in which the variable
0x; = —kKi0q;; (11)

is always multiplied byr, scale-invariant this means that

the negative sign is used since the demand function is decrdd¥quist plots for all values of would fall on a single curve

ing. Also consider the linearization of the link law (5) around’» depicted in Fig. 3 fory = 1. In the time domain, closed
a nonzero equilibrium price, in the Laplace domain: loop responses for differents would be the same except for

time-scale.

—TS8

(14)

51 = 1601 (12)

We will employ matrix notation to describe the overall
feedback system; throughout, the notatiting(-) denotes a 05¢
diagonal matrix with the corresponding entries on the diagonal.

We first introduceC = diag(y;), K = diag(k;) and express
(11-12) as

I
dw = —Kdq, 0p=C_8y.

Here the matrix of integratoré has the dimension of the
number of bottleneck links. Combining these laws with the
network equations (8-9) as in Fig. 1, we can represent the
feedback loop as the standard unity feedback configuration of
Fig. 2, with loop transfer function matrix

7 Fig. 3. Nyquist plotl" of e=79/;0.
L(s) = Rp(s)KR] (s)C~. (13)

s " first touches the negative real axis at the poirit/x,
to the right of the critical point-1, so the Nyquist criterion
implies that our loop achieves scalable stability for all

- L(s) provided that the gaiavy < 7/2.
For a single link/source, the preceding gain condition could

be imposed a priori. Suppose now that we havddentical
sources sharing a bottleneck link. It is not difficult to see
Fig. 2. Overall feedback loop that the effective loop gain is scaled up B¥, this must be




compensated for if we want stability, but in these networks To apply this result to the loop transfer function in (13),

neither sources nor links know what is: how can they do we take F(s) = R;(s)KR] (s)C, which is easily seen to

the right “gain-scheduling”? satisfy (i), and (ii) follows from the rank assumption & To
The key idea in our solution is to exploit the conservatioastablish (iii), the key observation is the relationship

law cg; _.Zi thof implicit |n'the network faqwhbnum Pomt, Ro(s) = Ry (—s)ding(e~™*)

by choosingy; = ol at each link, and making; proportional _ _

to 2 at each source. In the case of a single link, but notpat follows from (3). This leads to the representation

manS/ sources with heterogeneous delays, this gives a loo

. s . . QiZ0i\ .
tr]?nsfer function (still scalar, seen from the link as in Fig. 2)L(jw) = £y (jw)diag( M, )diag( —_—
0

where* denotes conjugate transpose. Isolating the factor

‘ . ‘ . [eTTiw
A(jw) := diag(N;(jw)) = diag < - > ;

e*‘rijw

)R;(jw)"C, (16)

i €T

L(jw) =
() Cor TiW

which gives, at any frequencyanvex combinatioof points hat it h . | h h .
in T. It follows from Fig. 3 that this convex combination will W& S€€ that it has eigenvalues on the curv&he remainder

remain on the correct side of the critical point and thus tfg the proof involves showing that all the remaining factors
loop is stable produce nothing more than a convex combination and a scaling

Will this strategy work if there are multiple bottleneck linkg" these eigenvalues, and therefore can be prevented from

contributing to the feedback? Intuitively, there could be arrs?aching the critical point-1. This is done in the Appendix.

analogous increase in gain that must be compensated for.

Therefore we introduce a gaiﬁ at each source)/; being a B. Nonlinear dual control and equilibrium structure

bound on the number of bottleneck links in the source’s path,We have presented a linearized control law with some
which we assume is available to sources (see Section V). Thissirable stability properties. We now discuss how to embed

leads to a local source controller such linear control laws in a global, nonlinear control scheme
o T0; whose equilibrium would linearize as required.
0z; = —r;dg; = — M, 04, (5) " The link control is simply (5) with our particular choice of
) ) ~i, namely
wherea; < 7/2 is a constant gain parameter. We have the _
following result. b= {ylc_oj‘”, if pr >0 ory > coi; (17)
Theorem 1:Suppose the matrik := R;(0) = R, (0) is of 0 otherwise.

full row rank, and thaty; < 5. Then the system with sourceThjs gives our price units of time; indeed, fes; = ¢; this

coqtrollers (15) and Iipk control.lgrs (12) is linearly stable fog,qid correspond, by (7), to thgueueing delayat the link
arbitrary delays and link capacities. (queue divided by capacity). Since we are working with a
The proof of this theorem is based on multivariable exzyal capacitycy, < ¢;, we can interpret our price as the
tension of the above Nyquist argument, and is given in tRgtyal queueing delaythat the link would experience if its
Appendix. Historically, it was the seminal paper [18] tha&apacity were slightly lower.
first introduced linear multivariable stability analysis for the For the sources, so far we have only characterized their
study of delays in the control laws of [20]; motivated by thisjnearization (15). For static source control laws as in (10),
parallel independent work in [31], [28], [29], [32] brought inhowever, specifying its linearization at every equilibrium point

more control theory to further develop these results and &sentially determines its nonlinear structure. Indeed, the lin-
seekscalablecontrol laws. The above statement is taken froarization requirement (15) imposes that

[29]; in proving it, rather than rely on control references not

widely known in networking, we attempt a presentation as Ofi _ _ aifi,

self-contained as possible, through the following proposition, dq; Mir;

also proved in the Appendix. for some0 < a; < w/2. Let us assume initially thad; is

Proposition 2: Consider the unity feedback loop of Fig. 2constant. Then the above differential equation can be solved

with L(s) = F(s)é. Suppose: analytically, and gives the static source control law

(i) F(s)is analytic inRe(s) > 0 and bounded itRe(s) > 0. — ]?4‘1

(i) F(0) has strictly positive eigenvalues. z; = fi(qi, i, Mi) = Tmax,i € 75 (18)

(iii) For all € (0, 1]_andw # 0, the point—1 is not an pere Tmax.i IS @ Maximum rate parameter, which can vary
eigenvalue ofuL(jw). for each source, and can also dependidp 7; (but not on

Then the closed loop is stable. ¢;). This exponential backoféf source rates as a function of

In control jargon, the first two conditions imply that tuningaggregate price can provide the desired control law, together
down the loop gain by a small, there is negative feedback ofwith the link control in (17).
enough rank to stabilize all the integrators; condition (iii) say@emark:The RTT used in (18) could be the real-time measure-
that we can then increageup to unity without bifurcating into ment, or instead, it could be replaced by the fixed portipn
instability. of the delay. Both coincide locally around an equilibrium with



empty queues, but the latter option may be preferable becausklere the high frequency (as— oo) gain x; is the same
it avoids a more complex time-varying dynamics during as in (15), “socially acceptable” from a dynamic perspective.

transient involving queueing delays. Later, we discuss practiddie DC gain (ats = 0) v; = —f/(¢i0) iS the elasticity of
ways for the source to estimaik. source demand based on its own “selfish” demand cujye-

The corresponding utility function (for whicl, = (U/)™1)  fi(gi0), that need no longer be of the form (18).
is The remaining degree of freedom in the design is the choice

“low” and “high” frequencies occurs. For reasons that have to

We can achieve more freedom in the control law by letti do with the stability theorem below, it will be essential to fix

nghi
. ) > . this zero across all sources.
the parametery; be a function of the operating point: in

general, we would allow any mapping = f;(¢;) that satisfies

M7
Ui(z) = iy {1 — log <

of the zero z, which determines where the transition between
Y ) x S Tmax,i-
1

Tmax,i

the differential inequality A. Local stability result
af; T fi With the new local source control, we will proceed to study
0= dq; =) M7, 19 the linearized stability of the closed loop, generalizing the

The essential requirement is that the slope of the source rg}gthfod ?f Theorem 1. We first write down the overall loop
function (the “elasticity” in source demand) decreases witfanster function

delayr;, and with the bound/; on the number of bottlenecks. Lis)= R K(s\RT C{ 21
So we find that in order to obtain this very general scalable (s) 7 (8)K(s) R (5) s’ (21)

stability theorem, some restrictions apply to the sourceghich is analogous to (13) except that now
demand curves (or their utility functions). This is undesirable

from the point of view of our objective 3 in Section II-B; we K(s) = diag(k;Vi(s)), with V;(s) = i +zii ,
would prefer to leave the utility functions completely up to the s+

sources; in particular, to have the ability to allocate equilibrium; as in (15). The stability argument is based again on
rates independently of the RTT. We remark that parallel WOFkroposition 2, the key step being once more the study of the
in [32] has derived “primal” solutions with scalable stabilityeigenvalues ofuL(jw). We write
and arbitrary utility functions, but where the link utilization _ o 0GL0; o
objective is relaxed. Indeed, it appears that one must choose L(jw) = Ry(jw)diag( ‘;\/‘,_Z)A(Jw)Rf(JW)*C (22)
between the equilibrium conditions on either the source or on !
the link side, if one desires a scalable stability theorem. Beld@¥ in (16), except that now we have
we show how this difficulty is overcome if we slightly relax
our scalability requirement. A(jw) = diag(\;(jw)) = diag (
Finally, we emphasize that while the above implementations
will behave as required around equilibrium, we have ndt other words we have added the lead-lag téfi(s) to the
proved global convergence to equilibrium in the nonlinegliagonal elements ak(s). Since the remaining matrices are
case. While our experiments with fluid simulations seem tgchanged it will still be true (see the Appendix) that the
support this fact, a mathematical proof is much more difficulgigenvalues ofL(jw) are convex combinations and scaling
some results in the single link case are found in [34], [35pf these\;(jw). So it remains to give conditions so that the
see also [7] on global stability of the “primal” laws. convex combinations of the,(jw), which now include an
extra lead-lag term, do not reach the critical point. Fig.
V. A*“PRIMAL-DUAL" LAW WITH RESOURCE ALLOCATION 4 contains various Nyquist plots of;(jw), for 7; ranging
CONTROL between 1ms and 1sec, and ratiggx; ranging between 0.1

The reason we are getting restrictions on the equilibriund 1000. The value of is fixed at 0.2.
structure is that for static laws, the elasticity of the demandA first comment is that here the plots do not coincide, as
curve (the control gain at zero frequency) coincides with tfgey did in the “scale-invariant” case of Section IlI; here only
high frequency gain, and is thus constrained by stability. 8¢ high frequency portions coincide. Secondly, we note that
avoid this difficulty and thus allow for more flexibility in there is not an obvious separation between the convex hull
the rate assignment at equilibrium, we must decouple the¥ethese points and the critical poirtl. One could think
two gains. This can only be done by adding dynamics 8f obtaining convex separation through a slanted line; this
the sources, while still keeping the link dynamics, whicRowever, would imply a lower limit-7 + 6, 6 > 0 on the
guarantee network utilization. Thus we will have a “primalPhase of};(jw) at low frequencies, which in turn implies a
dual” solution. limit on the lag-lead gain ratio; /x;. This may be acceptable,
The simplest source control that has different gains at gt would not allow us to accommodaagbitrary utilities.
and high frequencies is the first-order “lead-lag” compensator,The alternative is to treat the low-frequency portion of

e—nju

V). @)

Tija)

given in the Laplace domain by the curves separately, ensuring for instance that they don't
reach phase-r. This, however, implies a common notion of
ri(s + 2) ; ; L
dx; = —?5%. (20) what “low-frequency” means, so that we are not operating in
s ;

vi different portions of the curve for sources with different RTTs.



x = xo+90x, ¢ = qo + dq, we obtain the linearized equations:

i = B(U" (o) — da) = B(~ 2 ~5q),  (26)
Sz = x(5€ — %5@ — 200€ — K. 27)

Here we have used the fact tht'(z¢) = -~ = —=

1 _
. (@) — v
and the expression (15) fok . Some algebra in %e Laplace
domain leads to the transfer function

Bzo
s+ Bz
or = —kK =T | dq,
Bzo
St

that is exactly of the form in (20) if we take
,_ Bro _ M

RT «

By choosingg, the zero of our lead-lag can be made indepen-
dent of the operating point, or the delay, as desired.
This can be obtained through a fixed bouhdn the RTT, as  We recapitulate the main result as follows.
follows. Theorem 4:Consider the source control (24-25) where

Theorem 3:Assume that for every sourder; < 7. In the Ui(z;) is the source utility function, and the link control (17).
assumptions of Theorem 1 replace the source control by (28}, equilibrium, this system will satisfy the desired demand
with a; < a < Z andz = 2. Then for a small enough curve zio = fi(gi0), and the bottleneck links will satisfy

2 .
n € (0,1) depending only ony, the closed loop is linearly yor = coi, With empty queues. Furthermore, under the rank

stable. assumption in Theorem by, < %, andz = % chosen as
The proof is given in the Appendix. in Theorem 3, the equilibrium point will be locally stable.
We have thus satisfied all the equilibrium objectives set forth
_ in Section II-B, and local stability. This was done for arbitrary
B. Global nonlinear control networks, with the only restriction that an overall bound on
We now discuss how to embed our new linearized sourtiee RTT had to be imposed.
control law in global nonlinear laws. The requirements are:Remark:Source laws (24-25) are not the only ones that satisfy
« The equilibrium matches the desired utility functionOur equilibrium and_Iinearization objectives; we are aware of
U!(z0;) = qoi» OF equivalently the demand curve (4) fordt Igast one altgr'natlve. Our p_referenf:e for this version is based
fi = (U). mal_nly on emplrlc_al ob_servatlons of |ts_ global properties, _and
« The linearization is (20), with the zere being fixed, ©On its close relationship with the static law (18), for which

independently of the operating point and the RTT. there are some partial glpbal ;tability results [34].

We now present a nonlinear implementation that satisfies thesé:N.e conclude the section with a few remarks on the dy-

conditions, which combines the structure of (18) with elementg 'C performanceof_ .th? system, in particular its speed of

of the “primal” approach [20], [18], [32]. convergence to equilibrium. Locally, the s_pegd of response

is dictated by the closed-loop poles, and it will be faster as

i€ = Bi (Ul (1) — a:)s (24) One approaches the boundary of stability. How close to this
boundary do we operate when using the parameter settings

of Theorem 4? From the Nyquist argument one can easily see

(25) that the conditions are non-conservative in the case of a single

Note that (25) corresponds exactly to the rate control law Rpttleneck network shared by homogeneous sources, which

(18), with the change that the parameigr. is now varied IS not an unrealistic scenario. Other aspects of the analysis
exponentially as can be more conservative: in particular regarding the scaling

M;, while it is needed to obtain a theorem for the worst-case
network, in most examples stability occurs even if the number
with &; as in (24). If3; is small, the intuition is that the sourcesof bottlenecks is under-estimated.
use (18) at fast time-scales, but slowly adapt their, to A more important validation of performance is tgébal
achieve an equilibrium rate that matches their utility functiorne, starting from a possibly far away initial condition, as
as follows clearly from equation (24). would happen for instance after a change in routing or if a new
Remark: Here again, as in (18), it is often convenient taource starts. This issue will inevitably depend on the utility
interpretr; as referring exclusively to the fixed portiefy of function being used in (24), and (as with global stability) will
the RTT. be difficult to address other than by simulation.

We now find the linearization around equilibrium; the source Still, we can do the following approximate analysis to gain
subscript: is omitted for brevity. For increments= ¢, + 0¢, insight on the behavior of the control law as a new source

i
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Fig. 4. Nyquist plots of\;(jw), z = 0.2, various; andv;/x;.
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starts up from a very small rate. In particular the speed w&hich can be measured through packet time-stamps, and the
which this rate grows will have a large impact on the timparameterd; which must be assumed a priori. The latter is
it takes to reach equilibrium. To analyze this, calculate froiearly the weakest point, although it could be argued that in

(24-25) the derivative of the rate, the context of a network with uncongested backbones, most
oz a . sources typically see few bottlenecks, so perhaps a Vdlue
=7 (m]/(f”) —Pa- yq) : (28) 2 would suffice.

If the source were starting on an uncongested path the termSimilarly, links can approximate (17) by a time discretiza-

in ¢, ¢ would disappear. This is also a good approximation fé{on with interval T,
sources starting with a small rate on a steady-state, congested (k) = cor 7"
path. Indeed, in this case the marginal utilify(=) would be p(k) = |p(k—1) + T, - (35)

. . Col
much larger than the pricg and alsoj would be small since

the existing larger flows are in equilibrium. Therefore we calere []* denotesmax{-,0}. Note thaty, (k)T can be taken

write the approximation to be number of arrivals at the queue during the interval.
3 Therefore the above operation can be performed with relatively
i~ —aU'(x) (29) small computational burden on the routers.
T

for small z. We can use this to assess the performance of ) ) )
certain utility functions; for instance, the choice A. Marking and Estimation
The key remaining issue for the implementation of the

U(z) = Klog() (30) " apove protocols is the communication of price signals from
which induces so-callegroportional fairnessin the equilib- links back to sources, in an additive way across the source’s
rium [20], makes route. In this section we explore the use of an Explicit

BK Congestion Natification (ECN) bit to implement this feature.
T~ — (31) A natural way to obtain the additivity property is by Random

) . Exponential Marking (REM, [1]), in which an ECN bit would
and therefordinear growth of the rates starting from zero.pa marked at each link with probability

Instead, a utility function such that’(z) has a finite limit for
x — 0, will give initially an exponential increase of the rate. 1—o¢™

where ¢ > 1 is a global constant. Assuming independence
between links, the overall probability that a packet from source

1 gets marked is (see [1])
So far we have worked with the abstraction of the conges-

tion control problem laid out in Section II-A. In this section we Pi=1-9¢"%, (36)

indicate how these ideas can transition to an actual packet—legﬁb thereforeg; can be estimated from marking statistics.
protocol, as could be implemented in a real world network. Fet,, example fd shift-register of the last received marks

more details on the implementation aspect we refer 10 [30].a3n pe maintained, the fraction of positive marks providing

A first comment is that while we have assumed that SOUrg® estimateP; of the marking probability, from which an

can controlrates in practice they adapt their congestion Wi”éstimateq} can be derived, and used in place @fin the

doww;; its effect over the rate can be approximately describegy ;e equations (33-34).
over time-scales longer than the RTT, by the relationship

V. A PACKET-LEVEL IMPLEMENTATION USING ECN
MARKING

While simple in principle, two related issues are important
Wi (32) to make this scheme practical:

i 1) The choice of a universap across the network means

Sources should set; so that the rate targets the desired choosing a range of prices for which our estimation will
“equation-based” value from (24-25), with a suitable time dis-  be most accurate (i.e., where the marking probability is

xT; =

cretization intervall’;. To make the discussion more concrete, not too close to 0 or 1). For instance, choosifhg 100
in this section we use the utility functidii; (z;) = K; log(z;) implies the range of prices (in second$)011,0.65]
from (30). A straightforward discretization of (24-25) could corresponds to marking probabilities between 5% and
be 95%. In essence) selects a scale of prices, and source
K; qi(k) demand functions (4) should be tailored to operate with
§i(k)=8&(k—1)+ 5 (w'(kj s By )TS7 (33) this “currency”. In the simulations below, this will be
a0 ' taken into account in the choice of the constant of
w; (k) = wy, e G- Tnas (34) our utility function.

2) An estimation based on a moving average of si¥e
introduces an additionalelayin the feedback loop, of
approximately

An alternative discretization, that exploits (28) to avoid the
complexity of computing the exponential, will be discussed in
the following section.

To execute the above algorithm, sources must have access

to their aggregate price (see below), their (minimum) RTT Test ~

%T, (37)



which is the time it takes to receiv%l packets. This 400

9 S
delay could compromise stability, a factor that can partly§ ks y ' K S s
be addressed by choosing away from the stability © 0 'mmmw
limit. Still, it is clear from (37) that one should avoid % W w  ®  m 0 0 1 10
high estimation windows, so there is compromise be- %%
tween stability and accurate price estimation. Noise irg syl
price estimation will feed through to the congestion® ‘ ‘ "‘ e ‘ - ‘
window by (34); this will not affect average rates, but 503‘1 0 40 60 8 10 120 140 160 180 200
it may nevertheless be undesirable. In the simulation:¢
below, we mitigate this noise by imposing caps on the(ﬁ':;
window change at every sample time.

0 20 40 60 80 100 120 140 160 180 200

B. Simulation results

We implemented the preceding algorithms in the standar 3
simulator ns-2 to validate their performance. The source est 0
mates the price on each ACK arrival using the IAsimarks,
and the round trip propagation delay from a minimum RTT,;
these are used to define expectedongestion window every
T, seconds based on (33-34). The actual congestion window
set to the expected window every ACK, but with a cap on the;
magnitude of the change. For more details, see [30]. The link § o2}
run (35) to update price every, seconds, and exponentially 3

ilization

0 20 40 60 80 100 120 140 160 180 200

LinkPrice

0 . i i | | | J
40 60 80 100 120 140 160 180 200

ces
o
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>
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marks the ECN bit with base. 0 20 40 60 8 100 120 140 160 180 200
We used the following parameters in the simulation:
e ¢ =10°% N = 31 for marking and estimation. Fig. 5. Dynamic Performance of the ECN-based Protocol

o Ty, = 10ms, B; = 1.18, K; = 50, M; = 1, o; = 0.37 at
tpe sources.

e T. = 5ms, ¢y = 0.95¢; at the links. To focus on Note that we are not using any “slow-start” phase in this
the control performance, we used large buffers to avofotocol, we are running exclusively the algorithm described
packet drops. before. In fact, at the beginning of the simulation, when the

The scenario of Fig. 5 tests the dynamics of our protocBlice is small, the sources’ rate grows approximately linearly,
when sudden changes in traffic demands take place. OH@lch can be explained by looking at equation (31). The slope
way long-lived traffic goes through a single bottleneck linRf increase is approximately; & /7;, so the utility function's
with capacity of 2Gbps (250pkts/ms with mean packet sif&rameter can be used to tune hO_W aggressively the sources
1000bytes). It is shared at most by 512 ftp flows. The numbelart-up, trading off speed with the risk of queue overshoots. If
of flows is doubled every 40 seconds, from 32, to 64, 128/€ wished an exponential increase in this initial stage, it may
256, and finally to 512 flows. These groups of flows haJee advantageous to retain a slow-start phase, or use a different
round trip propagation delays of 40ms, 80ms, 120ms, 16044ty function, a factor we will explore in future work.

and 200ms respectively. This scenario is designed to stress ¥/& have also performed extensive simulations of two-way
high-capacity link with heterogeneous flows. traffic (when both data packets and ACKs share a congested

In reference to the results of Fig. 5, we note: link), and for situations where, instead of long-lived flows,

1) The source rates and the link prices (marking prob¥.< employ a "mice-elephant” mix of traffic. Ir_1 parti_cullar, we
) bility) track the expected equilib?ia whe(n new gso%rce'QdUdEd flow lengths drawn from a heavy-tailed distribution,
éhich matches observed statistics in the Internet [33], [6].

activate. While there is noise in the price estimation, it fth imulati It ted in 1301, We find
impact is only significant in the very uncongested cas Pme ot these simufation results are reported iIn [30]. We fin
that the protocol still keeps high utilization and small queues,

when prices are very low. ; .
2) Fairness is achieved: at each equilibrium stage, tﬁgd the elephants share the bandwidth fairly.

bandwidth is shared equally among sources despite their
heterogeneous delays. VI. A SOURCEONLY IMPLEMENTATION BASED ON
3) The queue is small (around 100 packets, less than 0.5 ms QUEUEING DELAY
of queueing delay) almost all the time, both in transient The protocol described above achieves close to full uti-
and in equilibrium. The only (mild) queue overshoot idization of link capacity, while at the same time operating
caused by the activation of 256 new flows in a shottnder essentially empty queues. These two properties can
time. only be simultaneously achieved by some form of explicit
4) After the startup transient of the first sources, linkongestion naotification. In the absence of it, congestion can
utilization remains always around the 95% target evanly be detected through some of its undesirable effects, such
when the traffic demand changes suddenly. as the appearance of queueing delays. However, if one could
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guarantee that these delays are moderate, it would perhapsitiges from queueing delays; namely, that the network equa-
preferable to avoid the burden of ECN signaling on the routet®ns (1) and (2) become time-varying. In fact, an expression
In this regard, the fact that the prices in our protocol amuch as
virtual queueing delays, suggests the possibility of usea) xi(t — rl{)
queuing delays as a price signal; this amounts to choosing ] ]
coi = ¢ in the link equation (17). The advantage is that th§ difficult to handl_e,_and even to mterpret,ﬂ[; depends on
sum of such delays over congested links can be estimafge, and further if it does so through other state variables
by sources by subtracting the minimum observed RTT (tak&t)- In particular, given the time-varying nature of this sys-
to be propagation delay) from the current RTT, avoiding arff™ We cannot rigorously employ Laplace transforms, which
explicit signaling between links and sources. This is precisegré the basis of our linear theory. At most, this analysis
the type of congestion feedback used in TCP-Vegas [3]. TReN Pe considered as an approximation to the linearized
question before us is to find a source protocol that can achi€)1a@mics, where we consider only variationgt) in the
(i) small equilibrium prices (delays), (ii) freedom of choice iffléPendenvariables (e.g. the scaling of source rates), but not
resource allocation, and (iii) stability, working with queuein%1 theindependentime) variable. This kind of approximation
delay as a price signal. as been used successfully [9], [26] to analyze TCP-Reno

Clearly, if we can assign arbitrary utility functions, we calynamics but has not been rigorously justified.
use a constant factor in them to set the scale of equilibrium!f We adopt this approximation, we could write the expres-

prices, similar to what we discussed in the context of marking'.of‘S (8-9), where now the matricds;(s) and Ry(s) are
If, instead, we are “stuck” with a certainly family of utility 9€fined in terms of theequilibrium forward and backward

functions, as in Section IIl, it may not be possible to contrél€/@ys, including queueing. The resulting overall system ob-
the equilibrium delay. For this reason we concentrate dfined from the source laws (39-40) and simple queues (7) at
extending the ideas of Section IV to the situation whef@€ links, is indeed locally stable under similar assumptions
queueing delays are allowed to appear in the network.  ON the parameters. Thus there is hope that this protocol would
We first note that we must modify the source laws (242€have satisfactorily, but we must rely (more so than before)
25) if we wish to preserve dynamic structure under tH@" émpirical simulations to validate this fact.
current circumstances. In fact, before we had assumed that
around equilibrium, the RTT; was the same as the fixedA. Packet implementation and simulation results
(propagation/processing) delay, and thus appeared only as |, yhis case, links would be passive and produce queueing
a parameter in our linearization. That analysis is no I0nggpays in the natural way. The only consideration here is that
valid here, because; will be the variable quantity we assume the buffering is enough to allow operation without
T =d; + g, (38) saturation. This, again, relates to the choice of utility function

_ ) parameters.
whereg; is the queueing delay observed by the source, and ISAs for the source window dynamics, (39-40) could be dis-

also the p_rice, nonzero in equilibrium. This leads us to Propogg,izeq directly, analogously to (33-34), however we present
the following alternative source laws: here an alternative discretization based on (41), which has

: Bi / lower complexity. For the utility function under considera-
i = (Ul(x; , 3 . ;
& (d; + qi)( (@) —a) (39) tion, rewrite (41) as
od O\ . BK Bg  a
. = . &i i . 4 - Ja—— - 42
Tj = Tm i€ (di+Qi> (40) T - $<7_ + MTq , (42)

Here, (39) is unchanged from (24), we have only made explititat is approximated by the following window update per-
the relationship (38) for the RTT. The change in (40) a®rmed everyT, seconds:
compared to (25), is required to obtain the same input-output
relationship betweery; and z;, under the current circum- w(k +1) = BKT; (43)

i ivatives i ituti i k kE—1
stances. Indeed, taking derivatives in (40) and substituting with +w(k) {1 _ (ﬂTs 4 g) q(k)  aq( )]

(39) we obtain (subindex dropped) M/ (k) M (k)
] . d \ e d™r ] The queueing delay value in the above equation would be
&= ame§ <d+q> — Im€ MW‘I estimated as in TCP Vegas [3] (RTF minimum RTT), but
. o ) here the window dynamics is chosen to provide the stability
= 2§ — xmq guarantees. For other work on stabilizing Vegas, see [4].
x , a Fig. 6 uses the same scenario and required parameter values
“dtgq (ﬁU () — Bg — Mq) : (41)  as in Section V-B. The simulation shows fast response to the

o . . H ffic demand and stability. Furthermore, the windows are
The last equation is exactly the same as (28), again noting t 3}
remely smooth as well as the queues due to the accurate

: : g o o eX
d + ¢ = 7; in particular its linearization around equilibrium~" .~ " * S . :
will still be (20), as desired. estimation of the price, i.e., the queueing delay. This, and the

DO?S this mean that our local stabi.lity theorem_ VYOUId hold stpjs version could also be applied to the ECN case via (28), however we
for this protocol? Unfortunately there is another difficulty thattave found that in a noisy environment it can lead to bias, inducing unfairness.
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lack of complexity at routers, are interesting advantages of thigoposed solutions (e.g. [19]), this ECN version represents a
protocol with respect to the ECN version. There are, howevenjnor change in the protocol implementations at routers and
drawbacks: one, that a certain amount of queueing delay mast-systems. Still, it would be clearly preferable to have to
be tolerated here. While parameters (efg. in the utility upgrade only one end of things; this motivated us to consider
function) can be tuned to make it small, there is a tradedfie implementation based on queueing delay, similar to TCP
with the speed of response of the system. Another issue tWagas, which appears capable of delivering most of the benefits
appears is some unfairness, caused by sources joining With no active participation of network routers. Based on our
network later that overestimate the propagation delay, and thpreliminary success in simulations, we are currently pursuing
underestimate price, taking up a larger share of the bandwideiperimental deployment of these kinds of protocols [8]. Part
of this effort involves testing the coexistence of such protocols

. O S with deployed versions of TCP.
'g 64 S
S

5 . & APPENDIX

0 : e — e Proof of Proposition 2

0 20 40 60 80 100 120 140 160 180 200

10000 A first condition for internal stability in Fig. 2 is that there

§ so00l- must be no unstable pole-zero cancellations when computing
e L(s); this is true becausg(s) is stable and”(0) is invertible

0 : ‘ ’ ‘ : : ; ety from assumption (ii), so there is no cancellationsat= 0.

0 20 40 60 80 100 120 140 160 180 200 - .
o 02 Stability now reduces to showing that
9] _
23 01 / (I+L(s) " = s(sI+ F(s)) "
oo

0 : : w w ] ] L L L ] is analytic and bounded iRe(s) > 0, or equivalently that

0 20 40 60 80 100 120 140 160 180 200 . . . . .
det(sI + F(s)) has no roots in this region. We will show, in

fact, thaty,,(s) := det(s/+uF(s)) has no roots iRe(s) > 0
05y for any 1 € (0, 1].
o ! ! ! ! ! ! ! ! ! | First, using (ii) and continuity, seleet > 0 such that for
R |s| <€, andRe(s) > 0, we haveRe(eig(F'(s))) > 0. Clearly,
for suchs there can be no roots @f,(s), otherwise this would
/F/wv: give an eigenvalue-s/u of F(s), with non-positive real part.
) ‘ ‘ . : : ‘ ‘ ‘ ‘ It remains to consider the regigs| > ¢, Re(s) > 0. 1f C'is
0o 2 4 6 8 1w w0 140 10 1.0 20 abound of]|F(s)| (obtained from hypothesis (i)), then there
can be no roots op,,(s) for 0 < u < ¢/K, because here
Fig. 6. Dynamics of protocol based on queueing delay H ,uF(S) ukK
< —_—

Utilization

SourcePrices
o
e
T

=z <1,
S €

and thereforel + pF(s)/s is invertible. We now increasg

) ) ) _ from this range up tol. If a root of ¢,(s) ever goes into
A congestion avoidance method that can achieve high uHre(S) > 0, by continuity there must exist < 1 for which

lization, small queueing delay, freedom from oscillations anfle oot is inRe(s) = 0. Sinces = 0 is never a root, we have
fairness in bandwidth allocation has been a major objective of

networking research in recent years. A fundamental question in det(jwl + pF(jw)) =0 for some w # 0.
th_is _regard is_ hpw far we can go in achieving these objectivegt then—1 < eig(uL(jw)), contradicting ().
within the existing end-to-end philosophy of the Internet.
Our results show that if the fairness aspect is expressed u
in terms of utility functions [21], local regulation around
these desirable equilibrium points can be achieved througtPepof of Theorem 1
very minimal feedback mechanism: a scalar price signal thatwhat remains is to establish that the loop transfer function
reflects the aggregate congestion level of the traversed linkg13) satisfies condition (iii) in Proposition 2. Referring back
for each source. Furthermore, convergence results can be madg 6), we write the new expression
independent of network topology, routing, parameters, and ) _ S NE .
delay except for a commonly agreed bound. We are currently Ljw) = Ry (jw) Xo AMA(Gw) By (jw)°C, - (44)
working [34], [35] on a better understanding of the nonlineathere we recall that
dynamics, which has significant impact on the speed of the o Tidw
control away from equilibrium. A(jw) := diag(A;(jw)) = diag ( — ) ;
We have further demonstrated a practical version of the ) ) o
protocol based on ECN marking, that appears to succe88d we have introduced the new notation
fully approximate these objectives in high capacity networks y = _ diag(zo;), A= diag(c), M = diag(i).
where current protocols exhibit limitations. Compared to other i

VIl. CONCLUSION
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We now use the fact that nonzero eigenvalues are invariant For frequenciess > %, we quantify the extra gain and
under commutation, and that many of the factors in (44) are phase introduced by (jw):

diagonal, to conclude that
—-1le eig(uL(jw)><:> —1le€e eig(P(jw)A(jw)), (45)

where the matrixP(jw) > 0 is defined as

P(jw) := pM? A2 X Ry (jw)* C Ry(jw)XE A M3,
(46)
Claim: The spectral radiug(P) < 7. To establish this, write
(notey < 1)
p(P) = p(u./\/léf(jw)* c Rf(jw)XoA)
< MRy (jw)*|| - [IC Ry (jw) Xol - Al

Jjw+ 2z

Vi(jw)l <

22
= 1+E§\/1+7]2,

phaseV;(jw)) > phase(jw'+ Z)

Jw

=— arctan(i) > —arctan(n).
w

Since the first factor in\;(jw) belongs to our familiar
curve T (solid line in Fig. 7), we find that; (jw) will
always lie below the perturbed curve

Iy = /T e aretantp

(a slight clockwise rotation and expansionIdf depicted

i i i , by dashed lines in Fig. 7. Letg(n) denoted the first
Any induced norm will do, but if we use thg,-induced (max-

row-sum) norm, we find that 1
= . 1 s of
ICRs(jw)Xollco—ina = max -— Z le™ % 2o )
0L uses N
1 -2t /
= max — Z To; = 1;
l Col . -3t
i Usest ;
. . = —4r S
note we are dealing with bottlenecks. AlgoVIR}| < 1, ;
because each row of this matrix contains at m@stnonzero T

elements of magnitude/M/;. Finally, | Al < % by hypothesis. S
Sop(P) < % as claimed. This claim can be used as in [29]

to show directly by contradiction that1 is not an eigenvalue Fig. 7. Plots ofl" (solid) andI'; (dashed)

of uL(jw). It is more concise however to invoke the following

Lemma from [31] that elegantly characterizes the eigenvalues point wherel’; intersects the negative real axis. Since

of the product of a positive and a diagonal matrix as in (45). ¢(0) = 2/m, we can choose) small enough so that
Lemma 5 (Vinnicombe)tet P = P* > 0 and A = g(mea < 1 (recall thata < m/2; how smalln needs

diag()\;) ben xn matrices, then the eigenvalues/i belong to be depends only on the “robustness margin” between

to the convex hull of{0,\1,...,\,}, scaled by the spectral a and 7/2). With this assumption, we see that convex

radius p(P). combinations of points below the cur¥g,, scaled up to
Here, the points{0, A1, ..., A, } all belong to the curv@ «, cannot reach the critical pointl. But, analogously

on Fig. 3; its convex hull intersects the negative real axis in 10 the previous theorem, we have thetP) < «; so

the segment—%o]. Our above claim implies that scaling by Lemma 5 implies the critical point will not be reached in

p(P) one cannot reach the critical pointl. Thus we establish this frequency region.

condition (iii) in Proposition 2, and through it we conclude the * For frequenciess € (0, 1), we will argue that\, (jw) is
proof of Theorem 1. always in the lower half-plane (negative imaginary part),

and hence again one cannot obtain the critical point by
u convex combination and scaling. To see this, compute

phase (jw)) =~

w
> —m — 7w + arctan(—)
z

Proof of Theorem 3 ~ 7w + phaseVi(jw)
As discussed in Section IV-A, we parallel the argument for
Theorem 1, based on Proposition 2. Once again, the problem

reduces to establishing thatl ¢ eig(P(jw)A(jw)), where
P(jw) is unchanged from (46), but now the diagonal elements
of A are of the form

e—njw

Tw
> —m — Tw + arctan(—).
n

Thus it suffices to show that far € (0, 1),

Vi(s) = stz arctan(g) > Tw,
i Py ﬁ n

or equivalentlyn < mfﬁ The right hand-side is

Invoking Lemma 5, we must study the convex combinations d Y ! ¢ suffi to ch
of these new\;’s; this we do by breaking the analysis in two efreislg%zmw < 1, SO It sullices 1o choosg <
frequency regions, and using the hypothesis 2. tan(1) U "

Ai(jw) = Vi(jw),

Tijw
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