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INTRODUCTION
In recent years, energy harvesting (EH) technol-
ogy has become a promising solution to the ener-
gy efficiency issue in future wireless systems
because it not only prolongs the operation life-
time of battery-limited devices but also helps
reduce greenhouse gas (such as carbon) emis-
sions. Furthermore, EH technology is quite pop-
ular and is being intensively discussed for
designing the future wireless systems, such as
D2D communications, EH wireless sensor net-
works, and future cellular systems. Specifically, in
EH wireless systems, the transmission nodes har-
vest energy from the ambient environment by
means of EH devices, such as solar panels, wind
turbines, and thermoelectric generators, and con-
vert the harvested renewable energy into electric-
ity [1]. However, since the renewable energy
sources may appear to be random and bursty in

nature, energy storage is needed to buffer the ran-
dom and bursty supply of renewable energy. Due
to the high cost of large-capacity energy storage,
in practice, EH devices usually have finite energy
storage. Moreover, it is important to dimension
the energy storage capacity so as to achieve both
stability and good performance of the EH net-
work. On the other hand, delay-sensitive applica-
tions such as video streaming and online gaming
will take up a significant portion of the capacity
demand in future wireless systems. Current wire-
less systems, such as WiFi and third generation
(3G), cannot ensure a good experience for an
end user with delay-sensitive applications. There-
fore, it is also very important to take into account
the delay requirements in designing resource
control schemes to support delay-sensitive appli-
cations in EH wireless systems.

In this article, we study dynamic resource
control in an EH wireless system with finite
energy storage, as shown in Fig. 1, to support
real-time delay-sensitive applications. The trans-
mitter is solely powered by a solar panel that
harvests energy from the surrounding environ-
ment. In order to have good delay performance,
the dynamic resource control should be adaptive
to the channel state information (CSI), data
queue state information (DQSI), and energy
queue state information (EQSI). Specifically, the
CSI reveals the transmission opportunities of the
time-varying wireless fading channel between the
transmitter and receiver, the DQSI reveals the
dynamic urgency of data flows, and the EQSI
reveals information on the quantity of available
renewable energy in the energy buffer. A control
policy adaptive to CSI, DQSI, and EQSI is very
challenging because the dynamic resource con-
trol problem problem belongs to an infinite
dimensional stochastic optimization. In addition,
the coupling between the data queue and energy
queue in an EH wireless system further compli-
cates the problem. It is well known that the
Markov decision process (MDP) is widely used
to deal with such a stochastic optimization [2].
However, classical value iteration algorithms
(VIAs) [3] for solving the MDP only give numer-
ical solutions, which suffer from slow conveg-
ence issues and lack of design insights. In this
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article, we provide an asymptotically optimal
low-complexity delay-aware resource control
scheme and obtain valuable design insights on
the dynamic resource for EH wireless systems. 

PRIOR WORKS ON
RESOURCE CONTROL FOR
EH WIRELESS SYSTEMS

In this section, we review some of the prior
works on resource control for EH wireless sys-
tems. The differentiations among them are sum-
marized below.

INFINITE/FINITE ENERGY STORAGE CAPACITY
Due to the random and bursty nature of renew-
able energy sources, energy storage is used to
buffer the renewable energy so that wireless
devices can have a sustained energy supply for
delivering data to remote receivers. For exam-
ple, in a one-day span, sunlight is weak during
sunrise and sunset, intense at noon, and gone in
the night. Therefore, it is desirable to harvest
sufficient solar energy in the daytime and save it
in storage to maintain a functional wireless sys-
tem without sunlight at night. Some prior works
assume that the energy storage in wireless
devices has infinite capacity [4]. However, this is
not practical due to the high cost of high-capaci-
ty renewable energy storage, and energy storage
with finite capacity is a key cost component in the
EH wireless systems. As such, it is necessary to
appropriately choose the renewable energy
buffer size and analyze the impact on how the
finite energy storage affects system performance.
There are some works that consider EH systems
with finite energy storage [5–7], but the derived
schemes are not good for delay-sensitive applica-
tions. Later in the article, we give the minimum
energy buffer size to not only ensure the stability
but also achieve good delay performance of an
EH system by taking into account the random
and bursty nature of renewable energy sources.

NON-CASUAL/CASUAL CONTROL
There are a lot of existing works on EH wireless
systems in which it is presumed that the EH
devices have non-causal knowledge of the time-

varying wireless channel, bursty data arrival, and
renewable energy arrival profiles [4–6]. That is,
the wireless device knows the future realizations
of the channel conditions, data arrivals, and
renewable energy arrivals. Such an assumption
enables mathematical tractability of the associat-
ed resource allocation problem. However, this
assumption is not realizable in practice due to
the difficulty in predicting the random channel
conditions and renewable energy source activi-
ties. In the article, we consider causal power
control, which means that the control action
depends on the instantaneous CSI, DQSI, and
EQSI. In addition, [8, 9] consider causal trans-
mission mode control based on the observed sys-
tem state for EH wireless systems with infinite
energy storage. They consider the minimizations
of average power consumption and packet error
rate, and assume that the information flow is
delay-insensitive, which does not guarantee any
delay performance.

CONTROL OBJECTIVES
For delay-sensitive applications, we need to tar-
get minimization of the end-to-end average
delay performance of EH wireless systems.
Specifically, we define delay as the average time
between a data packet entering the data queue
buffer at the transmitter to the time when the
packet is received at the receiver. Different con-
trol objectives are considered in prior works on
EH wireless systems. For example, some focus
on maximization of the transmission data rate
for a given deadline [5], while some consider
minimization of the packet error rate or trans-
mission complication time for a given data rate
[6–9]. However, these formulations do not trans-
late into delay minimization for delay-sensitive
applications. We illustrate this using the toy
example in Fig. 1b: we focus on two consecutive
slots, where the CSI quality of the first slot is
better than the second slot (i.e., H(1) > H(2)).
The data arrival of the first slot is much smaller
than the second slot, and there are some energy
arrivals for both slots. Using the algorithms pro-
posed in [5, 6], since H(1) > H(2), more harvest-
ed energy is used to deliver data in slot 1 than
slot 2. However, since data arrival 1 < data
arrival 2, the average queue length (i.e., delay
performance) will be larger. From the above

Figure 1. a) System model of a point-to-point EH wireless system with finite energy storage; b) an example of the bursty data
arrivals and energy arrivals for two consecutive slots.
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example, it can be seen that throughput maxi-
mization for a given deadline in [5, 6] does not
lead to smaller average delay performance
because they have ignored the bursty (random)
arrivals. Some existing works consider minimiza-
tion of the average delay using the MDP
approach for EH systems with finite energy stor-
age [10]. However, the MDP problem therein is
solved using numerical VIA, which gives no intu-
itional design insights. We propose a systematic
low-complexity resource control scheme and give
valuable control insights on how to dynamically
control the renewable resource in EH wireless
systems. 

DELAY-SENSITIVE
DYNAMIC RESOURCE CONTROL

MOTIVATION FOR
CONSIDERING DELAY-SENSITIVE CONTROL

Since delay-sensitive applications will dominate
the data stream in future wireless systems, it is
necessary to design a dynamic resource control
scheme that aims to provide good end-to-end
delay performance. Control schemes aimed at
physical layer objectives (e.g., throughput, packet
error rate) cannot achieve good delay perfor-
mance. Also, it is not optimal to just transmit all
the data whenever there is sufficient energy. This
is because one has to balance the current reward
and future potential reward. We consider the fol-
lowing two examples with CSI = {Good, Bad}:
• Good CSI and large DQSI: If the current

channel state is good and the data queue is
long, it is wise to spend the power to empty
the data queue. 

• Bad CSI and large DQSI: If the channel
state is bad but the data queue is long, it is
not optimal to use all the energy to empty
the entire data queue because you may not
have power left for future time slots (where
you may have a better CSI realization). 
From this example, we can see that it is desir-

able to dynamically control the resource accord-
ing to the instantaneous CSI, DQSI, and EQSI,
where the CSI reflects the channel quality, the
DQSI reflects the dynamic urgency of the data
flow, and the EQSI reflects the energy availabili-
ty conditions in the energy storage. We therefore
propose a dynamic resource control scheme that
can strike a balance among these factors.

WHY DOES DQSI CAPTURE
DATA FLOW URGENCY?

Note that the urgency of a data flow dynami-
cally changes (depending on the instantaneous
queue length). Note that the average delay of a
flow is given by average data queue length/aver-
age data arrival rate (according to Little’s law).
Hence, if the DQSI is large, it means that the
average delay is likely to be large if you do not
act on this. This is like going to a supermarket.
If the shop manager sees a long queue at a par-
ticular counter, that counter needs to be served
more urgently, he needs to act on it. In our case,
if we see a large DQSI, it means the dynamic
urgency or dynamic priority of the flow is higher,
and even if we only have average CSI, we might
still want to spend more power to transmit more
data. On the other hand, if the DQSI is small
(dynamic urgency is low), we probably do not
want to transmit or transmit less. As such, it is
not surprising that the DQSI indicates the
dynamic urgency of a data flow. On the other
hand, the urgency of a flow also depends on the
application type, but that is static urgency or
static priority. This is very different from the
dynamic urgency of a flow as indicated by the
instantaneous DQSI mentioned above. Figure 2
illustrates the static urgency (priority) w.r.t.
application type and the dynamic urgency (prior-
ity) w.r.t. DQSI for a given application type.

SLOTTED EH WIRELESS SYSTEM MODEL
In this article, we consider a point-to-point EH
wireless system with finite energy storage, as
shown in Fig. 1. The transmitter delivers data to
the remote receiver over the time-varying wire-
less channel H(t). The transmitter is solely pow-
ered by the renewable energy source. For
example, the transmitter is equipped with a solar
panel that converts harvested solar energy to
electricity for operation. The data to be deliv-
ered can be video streaming packets or game
interactive data, and the remote end user is sen-
sitive to delay of the arrival data flow. Specifical-
ly, if there is severe delay, the end user will
experience playback interruption of high-quality
video or freezing of an online game. In the trans-
mitter, there are two buffers: the date queue
buffer and energy queue buffer. The data queue
buffer Q(t) is for buffering the bursty traffic data
flows toward the end user. The data queue is a

Figure 2. Illustrations of static urgency (priority) and dynamic urgency (priority).
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controlled Markov chain with random data
arrivals. The energy queue buffer E(t) is for
buffering the bursty renewable energy arrivals.
The energy queue is also a controlled Markov
chain with random energy arrivals. We consider
that the data queue has infinite buffer size for
simplicity. In practice, this may not be unreason-
able because the cost of data storage is much
cheaper than energy storage, and it is easy to
equip wireless devices with large amounts of
data storage. For example, a wireless sensor
module (e.g., ConnectCore i.MX53 module)
with a 1 GB external flash can store about 3 ×
104 packets under a packet size of 1.5 kB in a
Long Term Evolution (LTE) network for sup-
porting video streaming. For a data network with
a data rate of 10.8 Mb/s (slot duration = 10 ms),
this buffer size is large enough for data storage.
Therefore, it is very close to an infinite data
queue. However, since high-capacity renewable
energy storage is very expensive, it is presumed
that renewable energy storage has finite capaci-
ty.

The EH wireless system works as a slotted sys-
tem like most practical wireless systems. The
realizations of the energy arrivals change every
N consecutive time slots, and those of the data
arrivals change once per time slot. Figure 3 illus-
trates the arrival processes of the energy and
data arrivals, as well as the evolutions of the
data and energy queues. 

DYNAMIC RESOURCE
CONTROL PROBLEM STATEMENT

For delay-sensitive applications, it is important
to dynamically control the communication
resource according to the CSI (captures the
transmission opportunities), DQSI (captures the
data urgency), and EQSI (captures the energy
availability). Therefore, the global system state is
characterized by the CSI, DQSI, and EQSI in
the EH wireless system. The objective of the
delay-sensitive control optimization is to find a
power control policy1 that minimizes the infinite
horizon average delay as follows: 

Delay-Sensitive Power Control Optimization:

minimize       average delay
subject to      energy availability constraint

The control policy should satisfy the energy
availability constraint. This means that the energy
consumption at each time slot cannot exceed the
current available energy in the renewable energy
storage.

KEY TECHNICAL CHALLENGES
The delay-sensitive power control problem in the
EH wireless system is an infinite dimensional
MDP. There are several challenges associated
with the MDP problem.

Challenges due to queue-dependent control:
Control policies adaptive to the data and ener-
gy queue evolutions are quite challenging
because the underlying problem embraces infor-
mation theory (to model the channel dynamics)
and queueing theory (to model the queue
dynamics).

Complex coupling between the data queue
and energy queue: The data rate of the transmit-
ter in the EH wireless network depends on the
current available energy in the energy storage.
As such, the dynamics of the data and energy
queues are coupled together. This further makes
the MDP problem a coupled multi-dimensional
stochastic optimization problem.

Challenges due to the random and bursty
nature of the renewable energy source: In the
previous literature on EH wireless systems, the
bursty energy arrivals are modeled as indepen-
dent and identically distributed (i.i.d.) random
processes for analytical tractability. In practice,
most of the renewable energy arrivals are not
i.i.d., and such a non-i.i.d. nature will have a
huge impact on the dimensioning of the energy
storage capacity. 

LOW-COMPLEXITY DELAY-AWARE
RESOURCE CONTROL SCHEME

In this section, we propose an asymptotically
optimal low-complexity power control solution
for solving the delay-sensitive MDP problem.

DYNAMIC POWER CONTROL SOLUTION
The delay-sensitive power control problem in
EH wireless systems is an infinite horizon aver-
age cost MDP. Using the divide-and-conquer
principle, the infinite dimensional MDP is trans-
formed into a per-stage optimization problem

1 A power control policy
is a mapping from the
global system state to the
power control action of
the transmitter.

Figure 3. Illustration of evolutions for the data queue and energy queue in two timescales with slot
duration. The energy queue evolves on a slow timescale, while the data queue evolves on a fast
timescale.
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given by the Bellman equation [3]. The optimal
power control solution of the Bellman equation
has the following structure:

where V(Q, E) is called the priority function that
captures the dynamic priority of the data flow
under different system state realizations w.r.t.
DQSI and EQSI. 

It can be observed that the optimal power
control solution is very similar to the classical
water-filling solution, but with a dynamic multi-
level water-filling structure as shown in Fig. 4a.
Furthermore, the optimal power control solution
depends on the instantaneous CSI, DQSI, and
EQSI via priority function V(Q, E), which cap-
tures how the DQSI and EQSI affect the overall
priority of the data flow. Furthermore, the opti-
mal power control also depends on the current
available energy E in the energy buffer.

CLOSED-FORM APPROXIMATION OF
PRIORITY FUNCTION

The optimal power control solution depends on
the priority function V(Q, E). In the following,
we focus on obtaining an analytical expression of
the priority function. Note that obtaining the
priority function is equivalent to solving a system
of nonlinear fixed point equations (i.e., the Bell-
man equation). Classical VIA can only give
numerical solutions, and suffers from slow con-
vergence issues and lack of design insights. To
overcome this challenge, we shall adopt a contin-
uous time perturbation (CTP) approach [11] so

as to obtain closed-form solutions and low-com-
plexity control schemes, and discuss valuable
design insights.

Using the CTP approach, we obtain the
closed-form approximate priority function under
the following asymptotic regimes, illustrated in
Fig. 4b.

Large-data-arrival-energy-sufficient (LDAES)
regime: In this regime (red area in Fig. 4b), we
have a large average data arrival rate and a large
average energy arrival rate. This regime corre-
sponds to the scenario where the wireless device
has sufficient renewable energy supply for the
energy queue to combat the heavy data traffic
for the data queue. 

Small-data-arrival-energy-limited (SDAEL)
regime: In this regime (yellow area in Fig. 4b),
we have a small average data arrival rate and a
small average energy arrival rate. This regime
corresponds to the scenario where we have
insufficient energy supply for the energy
queue, but the data traffic for the data queue
is light. 

Small-data-arrival-energy-sufficient (SDAES)
regime: In this regime (blue area in Fig. 4b), we
have a small average data arrival rate and a
large average energy arrival rate. This regime
corresponds to the scenario where we have a
very sufficient renewable energy supply in the
energy queue to keep the data queue stable and
maintain a low data queue length.

The overall solution is asymptotically optimal
when the slot duration is small. Please refer to
[11] for the detailed derivations on this CTP
approach. Furthermore, the small slot duration
condition is easily satisfied in practical wireless
systems. For example, in LTE, the physical layer
is organized into radio frames (corresponding to
the slots in our system), and the generic radio
frame has a time duration of 10 ms. 
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CONTROL INSIGHTS UNDER
ASYMPTOTIC OPERATING REGIMES

Control insights under LDAES and SDAEL
regimes: For both the LDAES and SDAEL
regimes, the priority function has different
closed-form properties in each of the four areas
in Fig. 5a. Figure 5b illustrates an example of
the water level vs. the DQSI and EQSI for small
and medium E. Specifically:
• Small and medium E, large Q (blue area of

Fig. 5a): We do not use any renewable
energy to transmit data. The reason is that
even though we can use the limited energy
for data transmission, the data queue length
will not decrease significantly, which con-
tributes very little to the delay performance.
Instead, if we do not use the energy at the
current slot, we can save it and wait for the
future good transmission opportunities. 

• Small E, small Q (pink area of Fig. 5a): We
use the available energy for transmission,
and the water level is increasing w.r.t. Q,
which is in accordance with the high urgen-
cy of the data flow. Furthermore, large E
leads to a lower water level. This is reason-
able because it is appropriate that for small
E, we can save some energy in the current
slot for better transmission opportunities in
future slots.

• Medium E, small Q (green area of Fig. 5a):
We use the available energy for transmis-
sion, and the water level is increasing w.r.t.
Q. Furthermore, large E leads to a higher
water level because we have sufficient avail-
able energy, and it is appropriate to use
more power to decrease the data queue.

• Large E (grey area of Fig. 5a): The trans-
mitter uses all the available energy to make
room for future energy arrivals.
Solution and control insights under SDAES

regime: For the SDAES regime, based on the
priority function, the optimal power control

solution is to use all the available energy in the
energy buffer at each time slot. This is reason-
able because in this regime, there is plenty of
renewable energy, and it is sufficient to use all
the available energy to support the data traffic
and maintain the data queue stability.

STABILITY CONDITIONS
In this part, we discuss the conditions that ensure
the stability of EH wireless systems (i.e., the sta-
bility of the data queue).

Condition on the energy harvesting capabili-
ty: We require that the average energy arrival
rate be at least at exponential order of the aver-
age data arrival. This means that for given aver-
age data arrival rate, if the EH rate is too small,
even if we use all the available energy in the
energy buffer at each time slot, the data queue
cannot be stabilized.

Condition on the energy storage capacity:
The capacity of the energy storage should be at
least at a similar order of N × average energy
arrival per time slot. The condition gives a first
order design guideline on the dimensioning of the
energy storage capacity. This condition ensures
that the energy storage at the transmitter has
sufficient stored energy to support data trans-
mission for N slots when energy arrivals are
small.

PERFORMANCE EVALUATION
We compare our proposed low-complexity power
control solution with the following baselines:
• Baseline 1, greedy strategy (GS) [10]: Full

power is always used.
• Baseline 2, CSI-only water-filling strategy

(COWFS) [10]: Classical CSI-dependent
water-filling power control is used by maxi-
mizing the ergodic channel capacity.

• Baseline 3, DQSI-weighted water-filling
strategy (DWWFS) [12]: CSI- and DQSI-
dependent water-filling power control is

Figure 5. a) Decision region partitioning w.r.t. (Q, E); b) an example of the water level for LDAES and SDAEL regimes.
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used by maximizing the queue weighted
ergodic capacity.
In the performance evaluation, the base sta-

tion (BS) is equipped with 5-cascaded 2 m × 2 m
solar panels with energy harvesting performance
1~10 mW/cm2. If the surrounding environment
has sufficient sunlight, the EH performance is
high. Otherwise, the EH performance is low
[13]. The noise spectral density is –174 dBm/Hz,
path loss is 160 dB, bandwidth is 20 MHz, and
slot duration is 10 ms. The energy arrival rate at
the BS changes every 5 min, and the renewable
energy is stored in a 1.2 V 2000 mAh lithium-ion
battery. Under this practical scenario, the BS
can provide a data rate of 10.8 Mb/s for support-
ing delay-sensitive application of the mobile
user.

Figure 6 illustrates the average delay vs. the
average data arrival  rate for the LDAES,
SDAEL, and SDAES regimes. The proposed
scheme achieves significant performance gain
over all the baselines. The gain is contributed
by the DQSI- and EQSI -aware dynamic water-
filling structure. It can also be observed that
the performance of the proposed low-complex-
ity solution is very close to the optimal VIA
[3]. Figure 6c also illustrates the comparison
of the MATLAB computational time of the
proposed solution,  the baselines,  and the
brute-force VIA [3]. Note that the proposed
scheme has similar complexity to baseline 1
due to the closed-form priority function.
Therefore, our proposed scheme achieves sig-
nificant performance gain with negligible com-
putational cost.

CONCLUSION

Dynamic delay-sensitive power control for EH
wireless systems with finite energy storage is
challenging. This article surveys some of the
existing works on resource control in EH wire-
less systems. To address the dynamic control
challenge, we use a CTP approach to propose a
low-complexity power control solution, which is
adaptive to the CSI, DQSI, and EQSI. We also
give valuable design insights on the dynamic
control structures. Numerical results show that
the proposed power control scheme has much
better performance than the state-of-the-art
baselines.
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