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WHAT IS QUALITY OF
SERVICE?

d QUALITY OF SERVICE IS THE ABILITY
TO PROVIDE DIFFERENT PRIORITY TO
DIFFERENT APPLICATIONS, USERS,
OR DATA FLOWS, OR TO GUARANTEE
A CERTAIN LEVEL OF PERFORMANCE

0 QOS CRITERIA ARE NUMEROUS AND

IS HIGHLY DEPENDANT OF THE
APPLICATION...

U THROUGHPUT, DELAY, JITTER, LOSS RATE

d... OR OF THE END-USER

U IMAGE RESOLUTION, SOUND QUALITY,
APPROPRIATE LANGUAGE, ...
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COMMON SERVICE
SPECIFICATION

d PROBABILITY THAT A FLOW’S DATA IS
LOST

d TIME IT TAKES A PACKET'S FLOW TO
GET FROM SOURCE TO DESTINATION

d MAXIMUM DIFFERENCE
BETWEEN THE DELAYS EXPERIENCED BY TWO
PACKETS OF THE FLOW

d MAXIMUM RATE AT WHICH THE
SOURCE CAN SEND DATA

d

Best Effort A Guaranteed
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QOS FOR CLOUD

Jd THE SHARED CLOUD ASSUMPTION

% =
any,

sers, with
vari O lIS
Computing and storage resources

@ providing an application platform

as a service
Management
Automation
Self-service
Provisioning

Concept: MWD Advisors, www.mwdadvisors.com

Virtualized
Resources

Third-party

Ownership
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. Economic Elements:
Pay-as-you-go,
pay-as-you-grow,
no CAPEX.

' Architectural Elements:
Simple, abstract
environment for
development.

‘ Strategic Elements:

Focus on your core business,

leave the rest to
someone else.
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APPLICATION’S PROFILE

/ Time scale

Environmental
and data
processing/
analysis

Traditional

scientific Bounded in time

computing Sporadic
applications

Continous

Data injection

rate
Business/ Urgent .
financial Assuming that computing for
applications & received data must public safety,
simulations be processed | disaster relief
Defines the
: ini dat
Interactive MWD in?;lcntlig]rlljrrgteatr?at SN
applications s required by the databases
with user application operations/

feedback queries
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URGENT DISASTER RELIEF

Continous

Data injection
rate

5 COOPERACION COOPERATION
TERRITORIAL TERRITORIALE
> w ESPARA-FRANCE-ANDORRA

£ 4 PireGrid 6

WWW.PIREGRID.EU

2007-2013



HOW TO PROVIDE QOS?

d MANY WAYS TO PROVIDE QOS

d SCHEDULING, ADMISSION CONTROL,
TRAFIC CONTROL, DYNAMIC RESOURCE
PROVISIONING, ...

How to take into account the various application’s profiles?
How to protect users from misbehaving applications?
How to handle urgent demands?

Regulate (adapt & control) the data injection rate into the
computing resources




QOS: GENERAL PICTURE
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Regulate the data
injection rate into

Network

bandwidth is

assumed to

NOT BEING the

bottleneck Concept: MWD Advisors, www.mwdadvisors.com

the Processing
Units (PU)
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TRAFFIC AND SERVICE
CHARACTERIZATION

J DEFINITIONS
O CLOUD INFRASTRUCTURE (CI)
O PROCESSING UNITS (PU)

0 TO QUANTIFY A SERVICE ONE HAS TWO KNOW
U FLOW’'S TRAFFIC ARRIVAL

0 SERVICE PROVIDED BY THE CI, I.E., RESOURCES
RESERVED AT PU

0 REGULATION WILL NE DONE BY AN ENVELOPE
PROCESS, BORROWED & ADAPTED FROM THE
NETWORK COMMUNITY

d IDEAS IS TO
U BOUND THE DATA INJECTION RATE TO...
U ...ISOLATE USERS FROM EACH OTHERS AND...
O ...TO PROVIDE QOS ENFORCEMENT AT FLOW LEVEL
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TRAFFIC ENVELOPE
(ARRIVAL CURVE)

d MAXIMUM AMOUNT OF SERVICE THAT A FLOW CAN
REQUEST DURING AN INTERVAL OF TIME T

\

slope = max average rate

A b(t) = Envelope

“Burstiness Constraint”

«4—  Slope = peak rate

!
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TRAFFIC ENVELOPE
(TRAFFIC SHAPING)

bps Peak rate 1
Peak rate 2 - :
———- Traffic are variable
\ . K /\ by nature, must
AN \ H
Mean rate 1 v 7 take into account

Mean rate 2 |- - v j;‘ =7=\7 = “ - burstiness

- N s v constraints
/
\ v

Use an envelope
process to bound
the data injection

Arrival curve

rate while allowing
for variable, bursty
traffic
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EX: TOKEN BUCKET (1)

O CHARACTERIZED BY THREE PARAMETERS (B, R, C)
0 B— TOKEN DEPTH
0 R — AVERAGE ARRIVAL RATE
d C — MAXIMUM DATA INJECTION RATE
U ABITIS TRANSMITTED ONLY WHEN THERE IS AN
AVAILABLE TOKEN

0 WHEN A BIT IS TRANSMITTED EXACTLY ONE TOKEN IS
CONSUMED

< C bps /4

R tokens per second bits 1

1

<« slope R

- b*C/(C_R) .................
b tokens \

slope C

A

regulator

time

-
>
%
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TOKEN BUCKET (2)

Example

B =4000 bits, R=1 Mbps, C=10 Mbps
« Packet length = 1000 bits

« Assume the bucket is initially full and a
“large” burst of packets arrives

.

istoica@cs.cmu.edu
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TOKEN BUCKET (3) ]

time=0

r

time=0.1ms

time=1ms

time=2ms

e e
e




ARRIVAL CURVE

A(t) — number of bits received up to time t

4 <

/

bits

|
time

mt t 11

istoica@.cs.cmu.edu
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PER-HOP RESERVATION WITH
TOKEN BUCKET

d GIVEN B,R,R AND PER-HOP DELAY D

d ALLOCATE BANDWIDTH R, AND BUFFER
SPACE B, SUCH THAT TO GUARANTEE D

slope r,

bits |
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SERVICE MODEL

“‘external process”

v Vv

Network element delivered traffic

ffered traffi
ofierea trafc (connection oriented)

d THE QOS MEASURES (DELAY, THROUGHPUT,
LOSS, COST) DEPEND ON OFFERED TRAFFIC,
AND POSSIBLY OTHER EXTERNAL
PROCESSES.

d A SERVICE MODEL ATTEMPTS TO
CHARACTERIZE THE RELATIONSHIP BETWEEN
OFFERED TRAFFIC, DELIVERED TRAFFIC, AND
POSSIBLY OTHER EXTERNAL PROCESSES.

' 4 L4 4
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ARRIVAL AND DEPARTURE
PROCESS

R, — > Network Element |—> R,

bits R.,(t) = arrival process

A Qount of data arriving up to time t

R,.(t) = departure process
= amount of data departing up to time t
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DELAY AND BUFFER BOUNDS

bits
E(t) = Envelope

Maximum delay

Maximum buffer

N

S (t) = service curve

PERATION
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TOKEN BUCKET SUPPORT IN
WORKFLOWS (1)

SUPPORT OF SUPERSCALAR PIPELINE MODELS

G ages

Each
ot “iee . Workflow Stage
Storage o |
Token Buffer i T
—t—» Bucket I3 — | Processing Units g | aApss [
= it}
Resource
Manager Controller
E 3
\ A
Model and
Cocal : Model and
Local :
Storage Simulator &b raan simulator
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TOKEN BUCKET SUPPORT IN
WORKFLOWS (2)

import java.util ArrayList;

ew ArrayList();
streamList
streamList
st ist
bt
begin(lwf.dl);
guard streamList. ocntams(wf) guard !streamList.contains(wf);
action streamList.add(wf);
~ ckend();
i) [wf g ARG »
QoS
Token Bucket Set - CRste).
l"f 4 [widRbCl '
[wi,d] [oulS.CRate]
[sw.t0] (ow.to] th: new TokenBucket(b.C);
th:begin(sw); Iﬁr/ o ";]'ew erRueKE e [butsS, CRate] i CRate
[sw,t0] [switb] bi:new Bufter(butS) ‘5
[sw,tb]

th:endisw);

-endisw); | t6 | tb:begin(sw);

P @ -new(OpList, res BufS); 0

TB QoS is introduced (o ot e Sy
seamlessly into [if Itb:new TBMng; e (i3] adss: new ADSS;

workflow specifications
with the Renew tools
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tb begin(lwf.dD;

£ m(sw)

heg n(sw) P i adss ¥
-rmPU(n); -addPU(n);
p:rmPU(n); p:rmPU(n);

[RACION COOPERATION
roRiAL TERRITORIALE
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A-FRANCE-ANDORRA
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CONCLUSIONS

d CLOUDS WILL BE SHARED CLOUDS
DRIVEN BY ECONOMICAL
CONSTRAINTS

J FOR SOME APPLICATIONS,
AVAILABILITY OF RESOURCES AND
ISOLATION ARE OF PRIME
IMPORTANCE (URGENT COMPUTING)

O QOS FOR CLOUDS IS ALREADY A
NECESSARY AND HOT TOPIC IN
RESEARCH COMMUNITY
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PERSPECTIVES

dJ ADD MORE PARAMETERS TO THE TB
MODEL

U EXCESS BURST SIZE
d ADVANCED MARK VS. DROP POLICY

d DYNAMIC CONFIGURATION OF TB
PARAMETERS AT EACH STAGE OF THE
PROCESSING PATH

J TAKE INTO ACCOUNT DATA INFLATION
BEHAVIORS

J GENERALIZED THE USAGE OF
ENVELOPE PROCESSES,
COMPARISON,...
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